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Specific Distributions
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Discrete distributions

The Bernoulli distribution for a single binomial outcome (trial) is

Prob(x =1) = p,
Prob(x =0) = 1-—p,

where 0 < p <1 is the probability of success.
» E[x] =p and
> V[x] = E[x*] - E[x]* = p— p*> = p(1 - p).



Discrete distributions
The distribution for x successes in n trials is the binomial distribution,

n!

Prob(X = x) = )IXIpX(l—p)"fx x=0,1,...,n.

(n—x
The mean and variance of x are
» E[x] = np and
> V[x] = np(1 - p).
Example of a binomial [n = 15, p = 0.5] distribution:

LE(n/2x)=F(n/24%)




Discrete distributions

The limiting form of the binomial distribution, n — o0, is the
Poisson distribution,

er N
Prob(X = x) = <
The mean and variance of x are
» E[x] =X and
> Vix]=A.

Example of a Poisson [3] distribution:




The normal distribution
Random variable x ~ N[u, 0?] is distributed according to the
normal distribution with mean g and standard deviation o obtained as
ol 0) = ——
x|p,0) = —=—=¢e
# ov2m
The density is denoted ¢(x) and the cumulative distribution function is

denoted ®(x) for the standard normal. Example of a standard normal,
(x ~ N[0,1]), and a normal with mean 0.5 and standard deviation 1.3:

(55 (1)
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Transformation of random variables

Continuous variable x may be transformed to a discrete variable y.
Calculate the mean of variable x in the respective interval:

Prob(Y = p1) = P(—o0 < X < a),

Prob(Y = p2) P(a < X < b),
Prob(Y = p3) = P(b< X < o).



Method of transformations

If x is a continuous random variable with pdf £ (x) and if y = g(x) is a continuous
monotonic function of x, then the density of y is obtained by

b
Prob(y < b) =/ (g (y)lg M (y)ldy.

oo
With £,(y) = £ (g7 (¥))lg~"](y)|dy, this equation can be written as
b

Prob(y < b) = / fy(y)dy.

—oo

Example

If x ~ N[u,a?], then the distribution of y = g(x) = *£ is found as follows:
gl =x=oy+u
dx
Y _ = _
g )= o °

Therefore with £(x) = a‘}ﬁre*%[(g_l(y)fﬂ)z/az]‘g—ll(y)|

e~loy+m)—u?/20% o) A

o U 9

fu(y) =



Properties of the normal distribution

» Preservation under linear transformation:
If x ~ N[u,0?], then (a + bx) ~ N[a + by, b*c?].

» Convenient transformation a = —u/o and b =1/0:
The resulting variable z = @ has the standard normal
distribution with density

22

2,

1
$(z) = \/TTre
> If x ~ N[u,0?], then f(x) = 1p[*>£]
» Prob(a<x<b)= Prob(% < % < b%‘)

» ¢(—z) =1—¢(z) and $(—x) = 1 — d(x) because of symmetry
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Method of transformations

~ 2 a2 : 1 —y/2
If z ~ N[0, 1], then z* ~ x°[1] with pdf T2 € :

1 _2
fx(x):me 2
y =g(x) =x*

g 1(y) = x = £,/y there are two solutions to gi, g2.

- dx -
g7y = o =+1/2y712
y

f(y) = ey "))ler ")+ Algy ' ())ley M ()l

fy(v) = K(WYIL/2y 72 + f(—/)| = 1/2y M7

f(y) = 1 e_%-l- 1 e_,g_ 1 e_.%
Y= 2./2mwy 2./2my - V2my
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Distributions derived from the normal
> If z ~ N[0,1], then 2> ~ x?[1] with E[z*] =1 and V[z%] = 2.

» If x1, ..., x» are n independent x°[1] variables, then

n
Z xi ~ x°[n].
i=1

» If z,i =1,...,n, are independent N[0, 1] variables, then

n

Zz,-2 ~ x°[n].

i=1
> If z,i =1,..., n, are independent N[0, 0°] variables, then
n 2 2
i 2
> (%)~
i=1

> If x; and x are independent x? variables with n; and n, degrees of freedom,
then
X1+ x2 ~ x°[m + m].
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The x? distribution

Random variable x ~ x?[n] is distributed according to the
chi-squared distribution with n degrees of freedom

xN/2=1g—x/2

f(x|n) = W, (2)
where [ is the Gamma-distribution (more below).
> E[x]=n
> V[x]=2n

Example of a x?[3] distribution:

13



The F-distribution

If x; and x» are two independent chi-squared variables with degrees of
freedom parameters n; and np, respectively, then the ratio

X1/n1
X2/ 2 (3)

F[nla n2] -

has the F distribution with n; and n, degrees of freedom.

25 3
8

F(n,,n,) densities
15 2
4 6

1
F(n,,nz) cum. densities

5
2

oA —— N
° : : T 7 ; : -
* X
(ny,n2)=(1,1) (n.nz)=(2,1) (L) PSR
(=10, (n,,n2)=(5,2) (nn2)=(10,1)
(n1,n2)=(100,100)

14



The student t-distribution

If x; is an N[0, 1] variable, often denoted by z, and x> is x?[n.] and is
independent of x, then the ratio

tna] = —— (4)
np| = .

Vx2/m
has the t distribution with ny degrees of freedom.
Example for the t distributions with 3 and 10 degrees of freedom with
the standard normal distribution.

student(n) densities

mmwcumdens..‘es

{
i

‘

&

\
\
N\

Comparing (3) with n; = 1 and (4), if t ~ t[n], then t> ~ F[1, n].
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The t[30] approx. the standard normal

(n) densities

student-t

n=2

n=5

— n=1
~—— n=30 n=« === standard normal
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Approximating a x?
For degrees of freedom greater than 30 the distribution of the
chi-squared variable x is approx.

z= (22 = (20— 112, (5)
which is approximately standard normally distributed. Thus,

Prob(x?[n] < a) ~ ®[(2a)*/? — (2n — 1)'/?].

14

X'(n) approx. density
o ~ @ w

=)

— X130]
— o[2%%) 23017
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The lognormal distribution

The lognormal distribution, denoted LN[u, o?], has been particularly

useful in modeling the size distributions.
1
f(x) =

2wox
A lognormal variable x has
> E[x] = e#t°/2, and
> Var[x] = e#19% (7" — 1).
If y ~ LN[w,d?], then Iny ~ N[u,0o?].

e~ 3llnx-p)/al?

x>0

Lognormal(y o') densities
Lognormal(y o') densities

— (1,0)70,0.25 — (1090025
— ©0)=005 — (©0)=005
—— (uo)=01 — Wo")=01
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The gamma distribution

The general form of the gamma distribution is

)= foge P L x208=1/8>0a=k>0. (©

Many familiar distributions are special cases, including the

exponential distribution(a = 1) and chi-squared(f = 1/2,a = n/2).
The Erlang distribution results if o is a positive integer. The mean is
a/B, and the variance is a/B%. The inverse gamma distribution is the
distribution of 1/x, where x has the gamma distribution.

— k8&=12
— k8822
— (k8):32
(k8)5,1
— (k895
—— B)T51
(k8)=05.1

— k8&=12
— k8F22
— (k832
(8)=5,1
— (k895
—— B)T51
(k8)=05.1

[(k 8,m=0) densities

[(k8,m=0) cum densities
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The beta distribution

For a variable constrained between 0 and ¢ > 0, the beta distribution
has proved useful. Its density is

f(x):m <’C<>a1 (1—i>ﬁ1(1:, 0<x<1.

It is symmetric if & = B, asymmetric otherwise. The mean is
ca/(a + B), and the variance is c?aB/[(a + B + 1)(a + B)?].

B(a ) densities
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The logistic distribution

The logistic distribution is an alternative if the normal cannot model
the mass in the tails; the cdf for a logistic random variable with

p=0,s=1is
1

14+ex
The density is f(x) = A(x)[1 — A(x)]. The mean and variance of this
random variable are zero and 02 = 72/3.

F(x) =A(x) =

Standard Normal
Logistic (m=0, s=1))
Rescaled Logit (m=0,5=0.61)

T
|
|
1
|
1
|
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The Wishart distribution

The Wishart distribution describes the distribution of a random matrix

obtained as .

F(W) =) (xi = w)(x — n)'.

i=1
where x; is the ith of nK element random vectors from the multivariate
normal distribution with mean vector, y, and covariance matrix, £. The
density of the Wishart random matrix is

exp [—%trace(Z_:lW)] |W|_%(”_K_1)
= 2nK/2‘Z’K/27rK(K71)/4 nJK:1 r (n+§7j) .

The mean matrix is nx. For the individual pairs of elements in W,
Cov|wjj, wis]| = n(oir0js + 0is0jr).
The Wishart distribution is a multivariate extension of x? distribution.

If W ~ W(n,a?), then W /a? ~ x?[n].
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Common distributions and their properties

Normal Logistic
Parameters LER,o€Rs HER,s€e Ry
Support x €ER x €R
x—p) _ 1 1(%)2 x—p) _ _ e~(—B)/s
PDF ¢ ( o ) T o221 : ( s ) - 5(1+e—(x—#>/5)2
x—p) _ 1 X—H X—pY __ 1
CDF CD( o ) -2 [1+erf (a 2)] A( s ) T 14e—(x—n)/s
Mean " ©
Median " "
Mode " m
H 2 $2r2
Variance o 3
Skewness 0 0
Ex. Kurtosis 0 6/5
MGF exp(ut + o*t?/2) e*' B(1 — st, 1+ st)
for t € (—1/s,1/s)
» PDF denotes probability density function, CDF cumulative distribution function, MGF moment-generating function.
» 4 mean (location), o, s (scale).
B(z1, z2) is beta function j;)l t2171(1 — £)271 dt for complex number inputs z, z» with R(z1), R(z2) > 0.
P Excess Kurtosis is defined as Kurtosis minus 3.
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Common distributions and their properties

t Log-normal
Parameters n € Rso LER,ocERsp
Support x ER x € Ryo
L
r(- - 1 (Inx—p )
PDF — r( ( + %) i P |~
CDF +xr( [1+erf< )]
n X2
2F1(%’ ;1 ; %; T n ) — (In(x)—,u.)
v T(3) B v
Mean 0 for n>1 exp (u + "72)
Median 0 exp(u)
Mode 0 exp (,u - 02)
Variance i~ for n>2, [exp(0'2) — 1] exp (2,u + 0'2)

oo forl<n<2

Skewness 0 forn>3 [exp (0'2) + 2] v/exp(c2) — 1

Ex. Kurtosis % forn> 4,00 for2<n<4 1lexp (40’2) + 2exp (30’2) + 3exp (202) -6
MGF does not exist not determined by its moments

P> n denote degrees of freedom.

»  5Fy(-,-; - +) is a particular instance of the hypergeometric function. 24



Common distributions and their properties

r r
Parameters k > 0 € R (shape), a > 0 € R (shape),

6 >0 € R scale B> 0 € R (rate)
Support x € R(0, o0) x € R(0, 0)
PDF f(x) = r(kl)ak xk—1g=x/® f(x) = r‘i—:‘)x"‘_le_ﬁx
CDF F(x) = 7 (K 3) F(x) = (@, Bx)
Mean k6 %
Median No simple closed form No simple closed form
Mode (k—=1)8 for k>1,0for k<1 "‘TflforaZI,Ofora<l
Variance k6>
Skewness

Ex. Kurtosis
MGF

?
k
(1

—0t) Ffort< L

/.'_.\9‘%‘.\3.‘;\9

— %) " fort<p

> I(z) = j;°° t7=le~t dt,

x
P lower incomplete gamma function is y(s, x) = f 5= e~t dt, for complex numbers with a positive real part.
0

R(z) > 0, for complex numbers with a positive real part.
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Common distributions and their properties

X F
Parameters n € Nxo ni, n2 € Ny
Support xERso ifn=1, x € Rso if mp =1,

else x € Rxo else x € R>g

"1 n2 n1+n2 "7171

PDF . 1 Xn/2—le—></2 n2n ra ) x2 __

#G7) ey (i) 22

n X nix n n

CDF T2y ¥ (5’ 5) / (n1x1+n2’ 71’ 72)
Mean n n"iz for np > 2
Median No simple closed form No simple closed form
Mode max(n —2,0) % g form > 2
Variance 2n 2 (mtn2—2) for np > 4

n (n2—2)?(n2— 4)

(2n14+n2—2)4/8(np— 4
Skewness \/8/n P rpe— for ny > 6
. 12 n1(5m—22)(n1+np—2)+(n2—4)(n; 2)
Ex. Kurtosis = 124 2n1(n2 é)(nj 8)(n1+2n2 2)2

MGF (1—-2t) " fort<?i does not exist

for n, > 8

» n, ny1, ny known as degrees of freedom.

> Regularized incomplete beta function /(x, a, b) = B‘(;( é)) with B(x, a, b) = fox 271 (1 — )b~ ar.
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Common distributions and their properties

B
Parameters o, B8 € R0
Support x € [0,1]or x € (0,1)
)<°‘_l(lf)<)‘s_1
PDF B(c,B)
CDF I(x, e, B)
Mean cxiﬂ
—1] a-i
Median 1", ) v 3, for o, p > 1
2 at+p—3
Mode *
. ap
Variance @ PR (athTD
Skewness 2(p-a)yatpil
(cx+ﬂ+22)1/ozﬁ
. 6[(cx—B)"(a+p+1)—af(a+p+2)]
Ex. Kurtosis «Blatbi2)(at B 13)
=) k—1 + tk
MGF 1+ Zk:l (nr:o aiﬁ;r) KT
> B(a,B) = %:_(ﬁﬁ)) and [ is the Gamma function.
> (z)= fooo 2= le~t dt, R(z) > 0, for complex numbers with a positive real part.
»  Regularized incomplete beta function /(x, a, b) = B‘(;E:l;f) with B(x, a, b) = f: 21— t)b*1 dt.
| aiEiZ forer, B > 1;any value in(0,1) for e, B = 1; {0, 1} (bimodal) for o, 8 < 1;0for « < 1,8 >

L1for ¢ >1,8<1.
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