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How can we solve for the best
policy of each state?



Policy Optimization

▶ Value iteration
▶ Optimize value function
▶ Extract induced policy in last step

▶ Can we directly optimize the policy?
▶ Yes, by policy iteration

Readings: Policy Iteration
?, section 4.3
?, sections 6.4-6.5
?, section 17.3
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Policy Iteration

▶ Alternate between two steps
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1. Policy Evaluation

V �(s) = R(s; �(s)) + 


X

s0

P (s 0 j s; �(s))V � (s 0) 8s

2. Policy improvement

�(s) argmax
a

R(s; a) + 


X

s0

P (s 0 j s; a)V � (s 0) 8s
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Policy Iteration Algorithm

policyIteration(MDP)
Initialize �0 to any policy
n 0
Repeat

Eval: Vn = R�n + 
T�nVn

Improve: �n+1  argmax Ra + 
T aVn

n n + 1
Until �n+1 = �n

Return �n
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Example (Policy Iteration)

I

S

I

S

IS I

S

Poor &
Unknown

+0

Poor &
Famous
+0

Rich &
Unknown

+10

Rich &
Famous
+10

1
1=2

1

1=2

1=2

1=2
1=2 1=2

1=2

1
1=2

1=2

1=2

t V (PU) π(PU) V (PF ) π(PF ) V (RU) π(RU) V (RF ) π(RF )

0 0 I 0 I 10 I 10 I
1 31.6 I 38.6 S 44.0 S 54.2 S
2 31.6 I 38.6 S 44.0 S 54.2 S
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Monotonic Improvement

▶ Lemma 1: Let Vn and Vn+1 be successive value functions in policy
iteration. Then Vn+1 � Vn.

▶ Proof:
▶ We know that H� (Vn) � H�n (Vn) = (Vn)

▶ Let �n+1 = argmax
a

Ra + 
T aVn

▶ Then H� (Vn) = R�n+1 + 
T�n+1Vn � Vn

▶ Rearranging: R�n+1 � (I � 
T�n+1)Vn

▶ Hence Vn+1 = (I � 
T�n+1)�1 R�n+1 � Vn
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Convergence

▶ Theorem 2: Policy iteration converges to �� and V � in finitely
many iterations when S and A are finite.

▶ Proof:
▶ We know that Vn+1 � Vn 8n by Lemma 1.

▶ Since A and S are finite, there are finitely many policies and
therefore the algorithm terminates in finitely many iterations.

▶ At termination, �n = �n+1 and therefore Vn satisfies

Bellman’s equation:

Vn = Vn+1 = max
a

Ra + 
T aVn
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Complexity

▶ Value Iteration:
▶ Cost per iteration: O

�
jS j2jAj

�

▶ Many iterations: linear convergence

▶ Policy Iteration:
▶ Cost per iteration: O

�
jS j3 + jS j2jAj

�

▶ Few iterations: (early) linear, (late) quadratic convergence
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Modified Policy Iteration Algorithm

▶ Alternate between two steps

1. Partial Policy evaluation
Repeat k times:

V �(s) = R(s; �(s)) + 


X

s0

P (s 0 j s; �(s))V � (s 0) 8s

2. Policy improvement

�(s) argmax
a

R(s; a) + 


X

s0

P (s 0 j s; a)V � (s 0) 8s
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Modified Policy Iteration Algorithm

modifiedPolicylteration(MDP)
Initialize �0 and V0 to anything
n 0
Repeat

Eval: Repeat k times
Vn  R�n + 
T�nVn

Improve: �n+1  argmax
a

Ra + 
T aVn

Vn+1  maxa R
a + 
T aVn

n n + 1
Until kVn � Vn�1k1 � �
Return �n
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Convergence

▶ Same convergence guarantees as value iteration:
▶ Value function Vn : kVn � V �k

1
� �

1�

▶ Value function V �n of policy �n:

kV �n � V �k
1
�

2�

1� 


▶ Proof: somewhat complicated ?, section 6.5
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Complexity

▶ Value Iteration:
▶ Each iteration: O

�
jS j2jAj

�

▶ Many iterations: linear convergence

▶ Policy Iteration:
▶ Each iteration: O

�
jS j3 + jS j2jAj

�

▶ Few iterations: linear-quadratic convergence

▶ Modified Policy Iteration:
▶ Each iteration: O

�
k jS j2 + jS j2jAj

�

▶ Few iterations: linear-quadratic convergence
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Takeaways



How Does Policy Iteration Work?

▶ Alternates policy evaluation and improvement, ensuring monotonic
value gains

▶ Converges in finite steps for finite MDPs to the optimal policy and
value

▶ Modified policy iteration trades off full evaluation for efficiency

▶ Fewer iterations than value iteration, but each is costlier
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